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Abstract: In the traditional algorithm of data fragment recognition, the influence of fragment's own 
attributes is often ignored, which leads to the reduction of the accuracy of data fragment recognition. 
Therefore, we propose a large database based on lrfu strategy and association analysis to identify 
and classify the unbalanced data segments. Algorithm. Based on the resampling algorithm, the 
unbalanced data segments are upsampled; the zero filling filter coefficients based on the sampling 
results and the convolution calculation of the unbalanced data segments based on the filter banks, as 
well as the reconstruction segments used to obtain the segment feature sequences. The similar 
partition linear method is used to deal with the highly integrated and unevenly distributed data 
segments with sequences to achieve segment classification. Transform the objective function, and 
get the suitable function by combining the extended matrix. The matching function uses lrfu 
strategy to schedule, correlation analysis to determine the attribute value of the integrated 
unbalanced data segment, and realize the recognition of the unbalanced data segment. The 
experimental results show that if the improved method is used to classify and recognize the non-
uniform data segments, its suitability and recognition accuracy are high, and it has specific 
advantages. 

1. Introduction 
With the rapid development of computer science, industry data burst out. The world's industries 

and industries have entered the era of big data. Data resource has become an important strategic 
resource of the country and enterprises [1]. However, in the process of big data and system use, it is 
necessary to analyze several suspicious files or files whose data recovery, computer network 
security and other fields are often unknown. This leads to an increase in unbalanced data and large 
pieces of data. The existing big data theory and application technology can basically solve the 
practical use of big data, but the existing unbalanced data segment recognition method puts forward 
a new problem that is difficult to solve the data segment distribution [2]. New principles, definitions, 
tools and algorithms are needed to improve the accuracy of original data fragment recognition. In 
this paper, a large-scale unbalanced data segment classification algorithm based on the combination 
of strategy and association analysis is proposed, and the advantages of this method are verified by 
experiments. 

2. Analysis of Fragment Feature Sequence of Unbalanced Data in Large Database 
2.1.  Data Fragment Sampling 

The research of unbalanced data can be divided into data algorithm based classification 
algorithm and prospect based prediction. The classification algorithm reduces the data fragment of 
unbalanced data by preprocessing uneven data and adjusting the distribution of training data [3]. At 
present, the effect comparison and correlation between the two methods are not clear, but generally 
speaking, the method based on algorithm angle is more accurate, which is a relatively simple and 
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effective research method. Generally speaking, before the training and learning of classification and 
recognition, it is necessary to resample the sample space according to different evaluation indexes 
to obtain better classification and recognition results. By transforming the training set D→D1 to 
resample the nonuniform data, the classifier f is built on the new training set D1[4]. Sampling is the 
process of finding samples, and its function is to improve the performance of classifier. The 
resampling algorithm improves the unbalanced data segment by constructing a new data structure. 
Small (organic minimum o Fig. 1 shows an example of a small algorithm. 

In the graph, black dots represent most samples, triangles represent a few samples, and squares 
represent a few newly generated composite samples. When dealing with a small number of uneven 
data fragment sampling points x 1, the same type of K should be calculated first. In HITS algorithm, 
the value of K is usually chosen as 5 or 10. In the kn UU x 1 set, randomly select a majority of 
sample points x 2, the difference of attribute J corresponding to x 1 and x 2 is expressed as: Rand 
[0,1] represents the pseudo-random number between 0 and 1. In this algorithm, the difference diff J 
is multiplied by the number randomly generated in the interval [0,1], and then the corresponding 
attribute value in the original attribute vector is added with X 1J to get the new attribute value of the 
unbalanced data sample. M attribute values ),, 11 mj ff （  .Will be obtained In order to generate new 
samples of some newly generated unbalanced data segments jf1 . 

]1,0[)(]1,0[ 12111 randxxxranddiffxf jjjjjj ×−+=×+=                     (1) 

2.2.  Fragment Feature Sequence Extraction 
Based on the samples collected from non-uniform data segments, the filter coefficients are added 

to zero. Then, the convolution calculation is performed on the uneven data segment to eliminate the 
interference of the lower sampling difference and the reconstruction difference in the decomposition 
process, so as to maintain the main characteristics of the unbalanced data segment [5]. In order to 
achieve the purpose of filtering unbalanced data segments. Assuming H (k) is a low-pass filter, the 
j-th feature of a (n) is shown as follows: 

Where n is the unbalanced data quantity and K is the cut-off frequency signal of low-pass filter, 
and the calculation formula of J filter coefficient )(nDJ  can be calculated by high pass filter g (n). 

In the equation, δ (n) is a sequence of unbalanced data segments. When δ (n) ≈ 0, the feature 
sequence of unbalanced data segments cannot be obtained, and must be returned to resampling. 

0)( =nIfδ  then no filtering is needed and the feature sequence cannot be obtained directly. When δ 
(n) is 0, even data fragment sequences a and B match. In addition, the feature points are obtained by 
surfing (synthesizing minority oversampling) algorithm, and the feature points are a pair, which are 
matched to get the feature sequence of uneven data segments. 

 

Figure 1 Traditional methods to identify the fragment fitness of unbalanced data 
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3.1.  Fragment Classification 
After obtaining an imbalanced feature sequence of data fragments, the fragments need to be 

classified. In the classification process, we must pay attention to the impact of classification points 
on fragment classification ie, the independence and convergence of fragment . After confirming two, 
classify them. In order to classify unbalanced data fragments, it is divided into two intervals, and 
the independence of the two intervals 2x  is as follows. 
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In the equation, ijn  is the number of objects belonging to the j-th determination class in the i-th 
interval[6]. Schematic diagram of the gradient distribution. The unevenness of the segmented 
attributes of the uneven data leads to the diversification of the data gradient. By extracting the 
characteristics of gradient convergence, the convergence of village data fragments is described. The 
initial directions of the data gradient arrows are different due to the uneven properties of the uneven 
data fragments. The arrow indicates the state before the gradient of the data converges. The length 
of the vector g'i from the data string p is one[7]. In the calculation of the two adjacent features on 
the segment feature sequence, the inclination and duration of the assassinated straight line segment, 
the discriminative linear method in high convergence should be used to respond to the straight line 
segment, the overall feature The distance and e of the sequence will also be calculated. 

3.2.  Debris Identification 
Normalize the classified imbalanced data segments. In this way, the influence of different 

characteristics of the data segments is eliminated, and all unbalanced data segments are classified as 
the calculation formula is as follows. 
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In the equation, x'i is an unbalanced piece of data normalized by the corresponding input value. 
Based on this, the lrfu strategy is used for scheduling. In order to achieve the identification value of 
the inconsistent data segments, the correlation analysis method is used to determine the attribute 
values of the uneven data segments. When the characteristics of the imbalanced data segment are 
insufficient, a replacement process is required to calculate the attribute value of the imbalanced data 
segment with the smallest feature crf t base (b). 

In summary, by using a similar partitioning linear method to handle uneven data fragments with 
high density, classification of uneven data fragments can be achieved[8]. The fitness function is 
obtained by transforming the objective function and combining the expansion matrix. The LRFU 
strategy is used to schedule the matching function, and the correlation analysis method is used to 
determine the attribute values of the uneven data fragments, so as to realize the identification of the 
data fragments. 

3.3.  Experimental Results and Analysis 
In order to verify the effectiveness and feasibility of the improved algorithm of unbalanced data 

segment recognition in large-scale database, the matching degree of index recognition and the 
accuracy of unbalanced data segment are compared. The accuracy is calculated as follows. 

4. Experimental Environment Setting 
In order to analyze the effectiveness of the algorithm of large database unbalanced data segment 

recognition, an experimental environment is needed. The comprehensive replication information 
database of the company was selected. In the database, China's replication information data is 
complex, various types and huge amount of data[9]. 600 data groups were selected for the 
experiment. Data grouping has multiple data segments, distribution and different data gradient 
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directions. According to the above experimental environment, the fitness of bump data and the 
accuracy of segment classification and recognition of uneven data are tested. 

With the increase of recognition time, there is a big error between the matching degree and the 
best matching value. The minimum value is about 95. The highest value of 5 is 99. 2. None of them 
reach the optimal 99. 6. The improved method, when the recognition time increases, its fitness 
value gradually increases, close to the best fit value, in the highest place, it is close to the best fit 
value 99. 4 is a minimum of about 98. 5. Compared with the traditional method of cognition, it has 
specific advantages. 

When the fitness value is uncertain, in the existing methods, with the increase of fitness, the 
recognition accuracy will gradually improve, but the rise speed is slow, because of the rise or fall 
and other changes, it is not stable, up to 60. After using the improved method, with the increase of 
fitness, the recognition accuracy is improved, without too much rise and fall, achieving high-speed, 
up to 97. 1%, 36.3% higher than the traditional method. 

5. Concluding 
In this study, to reduce the low fitness problem and the accuracy of the previous recognition 

methods, a large data segment classification and recognition algorithm based on the combination of 
lrfu strategy and association analysis is proposed. The experimental results show that, in order to 
classify and recognize the non-uniform data, the improved method is more suitable and accurate 
than the existing method. 
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